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Recent work has considered personalized route planning based on user profiles, but none of it accounts for
human trust. We argue that human trust is an important factor to consider when planning routes for automated
vehicles. This paper presents a trust-based route planning approach for automated vehicles. We formalize the
human-vehicle interaction as a partially observable Markov decision process (POMDP) and model trust as a
partially observable state variable of the POMDP, representing the human’s hidden mental state. We build
data-driven models of human trust dynamics and takeover decisions, which are incorporated in the POMDP
framework, using data collected from an online user study with 100 participants on the Amazon Mechanical
Turk platform. We compute optimal routes for automated vehicles by solving optimal policies in the POMDP
planning, and evaluate the resulting routes via human subject experiments with 22 participants on a driving
simulator. The experimental results show that participants taking the trust-based route generally reported
more positive responses in the after-driving survey than those taking the baseline (trust-free) route. In addition,
we analyze the trade-offs between multiple planning objectives (e.g., trust, distance, energy consumption)
via multi-objective optimization of the POMDP. We also identify a set of open issues and implications for
real-world deployment of the proposed approach in automated vehicles.

CCS Concepts: • Human-centered computing → Ubiquitous and mobile computing; • Computing
methodologies→ Planning and scheduling.
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1 INTRODUCTION
Recent years have witnessed significant advances in the development of automated vehicles, which
have already been tested over millions of miles on public roads [4]. However, fully autonomous
vehicles that do not require human intervention are still decades away due to technology, infrastruc-
ture, and regulation limitations [21]. The majority of automated vehicles available to the general
public nowadays are Level 2 and Level 3 of automation [15], which allow the driver to turn attention
away from the primary task of driving, but the driver must still be prepared to take over control of
the vehicle when necessary. The human’s decision on whether or not to rely on the automation
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is guided by trust. Prior studies have found that distrust is the main barrier to the adoption of
automated vehicles [30]; in addition, users with lower trust levels take over control of the vehicle
more frequently [31]. On the other hand, overtrust in automation can lead to catastrophic outcomes
(e.g., fatal Tesla autopilot crashes [3]). Thus, it is important to take into account the influence of
human trust when developing automated vehicles. In this paper, we consider the problem of route
planning for automated vehicles that account for trust.

Existing route planning methods (e.g., [7, 22, 29]) mostly focus on computing routes that optimize
distance, time, and energy consumption metrics. Several recent works (e.g., [11, 16, 50]) consider
personalized route recommendations based on user profiles (e.g., mobility options, frequently
visited places). However, none of these existing methods explicitly account for human trust. We
argue that human trust is an important factor to consider when planning routes for automated
vehicles. For example, if the driver has lower trust in the automated vehicle’s capability for safely
navigating urban streets with pedestrians constantly crossing as opposed to freeways, the driver
may prefer a freeway despite longer distance.
In this work, we follow the notion of trust in automation defined in [38], which views human

trust as a delegation of responsibility for actions to the automation and willingness to accept
risk (possible harm), while the decision to delegate is based on a subjective evaluation of the
automation’s capability for a particular task. To concretize the problem, we consider a motivating
example where the automated vehicle may encounter three types of typical road incidents (i.e.,
pedestrian, obstacle, and oncoming truck). Trust is therefore affected by the human’s takeover
decisions and the vehicle’s capability of handling an incident. We adopt the commonly used method
of measuring the subjective belief of trust via user questionnaires. Specifically, we designed and
conducted an online user study with 100 participants on the Amazon Mechanical Turk platform.
We asked users to watch various driving videos recorded in the driver’s view and answer questions
about their trust in the automated vehicle’s capability of safely handling the incident shown in the
video on a 7-point Likert scale. They were also asked whether they would like to take over control
of the automated vehicle, imagining that they were the driver. We model the evolution of trust
dynamics (i.e., how trust changes over time) as a linear Gaussian system using data collected from
the online user study. We also build data-driven models to predict human takeover decisions.
We formalize the human-vehicle interaction as a partially observable Markov decision process

(POMDP), which is a general modeling framework for planning under uncertainty [27]. We model
trust as a partially observable state variable of the POMDP, representing the human’s hidden mental
state. In addition, there are three observable state variables representing the vehicle position, the
incident type, and the success/failure of the vehicle handling an incident. The estimated trust
dynamics model informs the probabilistic transition function of the trust variable in the POMDP.
There are two actions: the human’s takeover decision and the vehicle’s route choice. Since the
vehicle does not know about the human’s actual takeover decisions in advance, it assumes that
humans follow the data-driven takeover decision models estimated using the online user study
data. The goal of POMDP planning is to compute an optimal policy that makes route choices which
maximize the expectation of the cumulative reward, with a reward function designed to promote
better user satisfaction and safety of automated vehicles.
We applied the proposed trust-based route planning approach to the motivating example and

obtained two routes: a trust-based route where a human makes takeover decisions based on trust
dynamics and incidents, and a trust-free route (as a baseline for comparison) where the human’s
takeover decisions only depend on incidents. We evaluated and compared the performance of these
two routes via human subject experiments on a driving simulator. We conducted experiments with
22 participants, who were randomly assigned to two equal-sized groups for the between-subject
study (each group has 11 participants, who took one of the two routes). The experimental results
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show that participants taking the trust-based route generally reported more positive responses in
the after-driving survey than those taking the trust-free route.
Contributions. We summarize the major contributions of this work as follows.

• Wedeveloped a trust-based route planning approach for automated vehicles, which is based on
a POMDP framework and uses data-driven models of trust dynamics and takeover decisions.

• We designed and conducted an online user study with 100 participants on the Amazon
Mechanical Turk platform to collect data about users’ trust in automated driving.

• We designed and conducted human subject experiments with 22 participants on a driving
simulator to evaluate the proposed approach, which showed encouraging results.

This paper is an extended version of our previous work [47]. We add the following two new
contributions.

• We analyzed the trade-offs between multiple planning objectives (e.g., trust, distance, energy
consumption) via multi-objective optimization of a POMDP.

• We discussed the limitations of the proposed approach and identified a set of open issues
and implications for real-world deployment in automated vehicles.

Paper organization. The rest of the paper is organized as follows. We discuss the related work in
Section 2, describe the motivating example in Section 3, present the trust-based route planning
approach in Section 4, describe the driving simulator experiments in Section 5, analyze the multi-
objective optimization results in Section 6, discuss the limitations and open issues in Section 7, and
draw conclusions in Section 8.

2 RELATEDWORK
In this section, we survey the related work on two topics: (1) route planning for vehicles; and
(2) trust in automation. For each topic, we identify gaps in the state-of-the-art and discuss the
connection with this paper.

2.1 Route Planning for Vehicles
The goal of route planning is to compute the optimal routes for vehicles. The most commonly
used metrics include distance, travel time, and fuel consumption. Graph search algorithms such as
Dijkstra’s algorithm [17] and �* algorithm [24] can be applied to find the shortest distance path
between any two locations. Computing the fastest route (i.e., with the least travel time) is more
challenging than finding the shortest distance route. Kanoulas et al. [29] extended the �* algorithm
by considering the speed change at a different time of the day to compute the fastest route. Gonzalez
et al. [22] developed an adaptive fastest route planning method based on information learned from
historical traffic data, accounting for various factors (e.g., road quality, weather condition, area
crime rate) that may influence vehicle speed patterns. Andersen et al. [7] proposed to find the most
eco-friendly route by assigning eco-weights based on GPS and fuel consumption data.
There are several recent studies considering personalized route recommendation for users.

Campigotto et al. [11] developed a method for personalized route planning by using Bayesian
learning to update users’ profiles such as home location, workplace, and mobility options. Dai
et al. [16] recommended a personalized optimal route considering user preferences encoded as a
ratio between different metrics such as distance, travel time, and fuel consumption. Zhu et al. [50]
proposed a personalized and time-sensitive route planning method, in which they inferred users’
preferences with locations and visiting time through historical data.
None of the aforementioned route planning methods considers human trust. In this paper, we

develop a trust-based route planning approach to fill this gap.
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2.2 Trust in Automation

Trust in the context of human-technology relationships can be roughly classi�ed into three cat-
egories: (1)credentials-based, which is used mainly in security and determines if a user can be
trusted based on a set of credentials [28]; (2)experience-based, which includes reputation-based
trust in peer-to-peer and e-commerce applications, and determines an agent's trust value based
on its own experience in predicting the probability of the execution of a certain action by another
agent [33]; and (3)cognitive trust, which explicitly accounts for not only the human experience, but
also subjective judgment about preferences and mental states [20]. In this paper, we are interested
in human trust in automated vehicles, and therefore consider the cognitive trust that captures the
human notion of trust. More precisely, we follow the notion oftrust in automationproposed in [38],
which indicates a human's willingness to rely on automation.

Studies have found that human trust changes over time during the interaction with automation,
a�ected by various factors such as the automation's reliability, predictability, and transparency [23,
45]. Studies have also shown that trust can in�uence a human's reliance on automation, and the
system is likely to be under-utilized if humans mistrust the automation [19]. For example, a recent
study found that users with lower trust tended to take over control from automated vehicles
more frequently [31]. Inspired by insights from these prior studies, we develop a data-driven trust
dynamics model to represent the evolution of human trust in automated vehicles and a takeover
decision model to associate the likelihood of human's takeover decision with trust.

Di�erent methods to measure trust have been proposed. User questionnaires are commonly used
to evaluate the subjective belief of trust [41, 49]. For example, the study in [14] asked questions
about users' trust in automated vehicles on a 7-point Likert scale. In addition, various sensing
technologies have been used for the continuous measurement of human trust in real-time, includ-
ing gaze tracking [25], gestures (e.g., face touching and arms crossed) [39], and biometrics (e.g.,
electroencephalogram and galvanic skin response) [26]. We measure human trust on a 7-point
Likert scale via questionnaires in the online user study, and via continuous user control input (i.e.,
pressing buttons mounted on the steering wheel) in the driving simulator study.

Existing work on trust in automated vehicles includes investigating factors that in�uence users'
adoption of automated vehicles [36, 37, 46], studying the e�ect of alarm timing on drivers' trust [5],
designing forward-collision warning system [32] and cruise control system [10] to improve users'
trust. By contrast, this paper develops a route planning approach that accounts for trust to improve
the user experience of automated vehicles.

Several recent works have explored the idea of modeling trust with POMDPs. For example, a
POMDP model for trust-workload dynamics in Level 2 driving automation was developed in [6],
and a POMDP-based method for human-robot collaboration in table cleaning tasks was proposed
in [13]. Our work is inspired by these methods, but di�ers from them in the following aspects. First,
we focus on applying trust-based planning for automated vehicles, which requires di�erent POMDP
modeling from existing work. Second, we designed and conducted human subject experiments based
on driving simulations for data collection and model evaluation. Further, we use multi-objective
optimization of POMDPs to analyze the trade-o�s between multiple planning objectives (e.g., trust,
distance, energy consumption).

3 MOTIVATING EXAMPLE

We describe a motivating example of route planning for automated vehicles. Figure 1 shows an
example map, where three types of typical incidents that may occur on the road are considered:
(1) a pedestrian crossing the road, (2) an obstacle ahead of the lane, and (3) an oncoming truck
in the neighboring lane. We can easily generalize to more complex examples with a richer set of
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